
First-principles estimation of electronic structure of uranium oxychalcogenides UOY, Y = S,

Se, Te. Application to the INS spectra of UOS

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

2000 J. Phys.: Condens. Matter 12 415

(http://iopscience.iop.org/0953-8984/12/4/305)

Download details:

IP Address: 171.66.16.218

The article was downloaded on 15/05/2010 at 19:35

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0953-8984/12/4
http://iopscience.iop.org/0953-8984
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


J. Phys.: Condens. Matter12 (2000) 415–437. Printed in the UK PII: S0953-8984(00)05383-2

First-principles estimation of electronic structure of uranium
oxychalcogenides UOY, Y = S, Se, Te. Application to the INS
spectra of UOS

Z Gajek
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Abstract. A consistent description of the electronic structure of the U4+(5f2) ion in the UOY
(Y = S, Se, Te) compounds derived on the basis of a model first-principles calculation is presented.
The crystal field potential is discussed in detail. Special attention is paid to contributions of non-
equivalent ligand groups. Their competition and variation along the series explain apparently
random total values of the crystal field parameters (CFPs). Discussion of an interplay of factors
dependent on the coordination geometry and so called ‘intrinsic parameters’ describing the
separated metal–ligand (ML) linear ligators points to presumably rational ranges of actual values
of CFP. Contrary to some earlier findings, the calculations evidence an approximate axial character
of the crystal field potential.

A dependence of the intrinsic parameters on the ML distance is examined thoroughly. The
new numerical data show a dependence weaker than that reported before. At small ML distances,
the intrinsic parameters behave in a manner characteristic of the metallic state.

Some simplifications of the common phenomenological models suggested on the basis
of the ab initio calculations open new possibilities of interpretation of complex magnetic and
other properties of UOY. The obtained eigenstates of the uranium ion and simulated temperature
characteristics of such quantities as the magnetic susceptibility or heat capacity may serve as good
reference data.

The crystal field (CF) parameters estimated from first principles have been used as starting data
in the conventional phenomenological description of the recent inelastic neutron scattering (INS)
data reported for UOS by Amorettiet al. In contrast to the earlier phenomenological approaches
the effect of the term mixing has been taken into account. In initial steps of the fitting of the INS
transition energies, a variation of the CF parameters has been restricted by using the angular overlap
model. Then, the CF parameters have been refined to reproduce not only the observed energies of the
INS transitions but also their relative intensities and the magnitude of the ordered magnetic moment.
Other measurable quantities such as the temperature dependences of magnetic susceptibility or the
Schottky contribution to the heat capacity restored according to the proposed CF model have
been shown to agree satisfactorily with the corresponding experimental data. The CF scheme
inferred here for UOS differs essentially from that proposed by Amorettiet al. However, the latter,
recalculated in an extended function basis allowing for the term mixing, has been demonstrated to
be not convergent with the original findings.

1. Introduction

Observation of the anti-ferromagnetic long-range order in UOTe in 1961 [1] initiated a growing
interest in investigation of the light actinide oxychalcogenides. Since then considerable
experimental work has been done for a wide family of ternary AnXY compounds, where
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An = U, Np, X = O, N, Y = S, Se, Te [2–13]. The investigations have covered, among
other things, the crystal structure [2–8], magnetic [2, 3, 5–7, 9–11], electric [2, 8] and thermal
[5, 12] properties as well as spectroscopic properties investigated in terms of inelastic neutron
scattering (INS) [11, 13] or M̈ossbauer spectroscopy [6].

The large spatial extent of the orbitals of the actinide 5f electrons and the proximity of their
binding energy to those of valence electrons of neighbouring ions in a crystal implies a peculiar
sensitivity of the physical properties to the chemical environment. The case of the compounds
under consideration is especially complicated by the presence of two different actinide–ligand
bonds: An4+–X2− bonds of more ionic character, which are characteristic of actinide dioxides
[14], and An4+–Y2− bonds of more metallic character, which in turn are also observed in
actinide dichalcogenides [15]. The interesting magnetic and related properties of the AnXY
phases have been discussed in the light of various physical mechanisms involved. Direct and
indirect exchange interactions, hybridization between localized 5f and valence band p electrons
or Mott–Hubbard correlations have been considered [16]. Nevertheless, the ordinary crystal
field (CF) effect still has a fundamental meaning in understanding the experimental data.

In the present paper, the CF effect in the UOY series is discussed on the ground of
systematic, first-principles calculations. We follow a simple perturbation model that has
just been employed in a recent study on UOSe [7]. The same theoretical model has been
also applied, among the others, to the widely discussed UO2 [17, 18] and to other uranium
compounds [19, 20]. The results there obtained support believing that the model is adequate
despite some obvious shortcomings. In particular, the model does not concern the mechanisms
characteristic of the metallic state, which certainly do not disappear in semiconducting
systems, like UO2 or UOY. It is worth noting at this point, that the predictions obtained
using more advanced theoretical approaches, including the methods based on the local density
approximation (LDA), remain, for the time being, rather far from the experimentally observed
CF effects [21, 22]. Quite recent calculations for UO2 based on the LDA generalized for
strong Coulomb correlations(LDA + U) indicate that the electron–electron correlations in
the 5f band lead to the Heitler–London type of hybridization between the electronic orbitals
[14]. The ionic one-electron approach adopted here after [7] and [19] stems from the group
product function formalism that the electron correlations brings to the energy dependent terms
in the effective perturbation Hamiltonian [23]. Since we are interested in the low energy CF
levels only, the usual mean energy approach, giving the effective one-electron CF potential, is
considered correct.

The AnXY compounds crystallize in the tetragonal PbFCl-type structure [10] in which
the point group symmetry at the metal site is C4v. The actinide ion is placed in between
two coordination squares, one formed by ligands X and the other by ligands Y. The squares
are twisted mutually by 90◦. An additional Y ligand is placed on the C4 axis out of the Y
square. Three non-equivalent ligand groups can be distinguished: X, Y1, Y2. One of the aims
of the present work is to analyse the influence of these groups on the total CF effect along
the series. We will also examine how sensitive the separated metal–ligand (ML) interactions
are to a variation of the ML distance. The results are employed to formulate simplified
phenomenological models that may be useful in discussion of the experimental data and to
generate some temperature characteristics, which can be related to the measured quantities
directly.

As an example, the results are applied to verify recent interpretation of the inelastic
neutron scattering (INS) spectra and some thermodynamic and magnetic properties of UOS
reported elsewhere. This interesting compound has been intensively investigated in the
past [8–13, 24]. Like other members of the series, UOS orders antiferromagnetically below
TN = 55 K with the AF III (++−−)-type arrangement with the magnetic moment of magnitude
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of 2 µB aligned along thec-axis [9–11, 13, 24]. This has been confirmed in heat capacity
measurements by theλ-shaped peak at 55.35 K [12] where, in addition, a broad maximum
at about 250 K has been detected. The temperature dependence of the anisotropic magnetic
susceptibility has been investigated on both single- and polycrystalline samples [9–11]. Recent
electron transport measurements have demonstrated UOS to be a p-type semiconductor with
activation energy of 67.5 meV [8]. Inelastic neutron scattering (INS) measurements at various
temperatures, neutron incident energies and scattering angles have been reported by Amoretti
et al [11, 13, 24]. Two main structures of magnetic origin at 74 meV and 83 meV with
a shoulder at about 87 meV have been indicated in the spectrum recorded above the Néel
temperature. Besides, it has been shown that these lines are slightly shifted in the ordered
phase while the shoulder takes a form of separate line at 92 meV. The possibility of low
intensity electronic excitations below 55 meV has also been suggested [13].

It is well known that the interpretation of the crystal field effect in the case of non-
transparent crystals, for which the optical absorption data cannot be recorded, is a very difficult
task. As many as five CF parameters being efficient for the C4v point symmetry can hardly be
adjusted to only a few INS transitions definitely. It is only natural that the interpretation of the
CF effect in UOS may evolve as in the papers by Amorettiet al [11, 13]. Now we have the
possibility to confront their findings with the new theoretical results.

2. Formulation of the model

The model used in this study has been inspired by the calculations developed by Newman for
PrCl3 [25]. The approach has already been presented in detail and applied for several actinide
systems [7, 18–20]. Therefore, we confine ourselves to recall only its basic idea.

The main assumption is that electrons in a crystal occupy states strictly localized on the
ions. This assumption justifies restriction of the considerations to the cluster consisting of the
metal ion and surrounding nearest neighbours (ligands) regarding the rest of the crystal as a
source of an external electrostatic potential acting on this cluster. The cluster can be treated
as a system of weakly interacting groups of electrons localized on different ions that fulfils all
assumptions of the group product function formalism [23].

The initial group product wavefunctions are built from the free-ion spin orbitals obtained
with the standard self-consistent Dirac–Slater procedure. The ground and the most important
excited electron configurations are taken into account explicitly. Standard projection,
contraction and renormalization techniques are applied to reduce the initial wave-function
space to the pure 5f2-configuration basis characteristic of the conventional phenomenological
approach (see section 5). This procedure leads to the effective CF potentialV acting on a 5f
electron, which conventionally is written in parametrized form in terms of normalized spherical
harmonic operatorsCkq :

V =
∑
kqi

BkqCkq(i). (1)

The summation indexi runs over all f electrons,k = 2, 4, 6, q = −k,−k + 1, . . . , k, Bkq are
the CF parameters.

The perturbation approach allows one to distinguish several characteristic components
of V :

V = VR + VC + VCR + VIM. (2)

In the above equation,VR represents a renormalization term due to the ligand–metal charge
transfer and non-orthogonality of the free-ion wavefunctions localized on different ions. It turns
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Table 1. Crystallographic and other data used in the calculations.

UOS UOSe UOTe

Crystallographic data [8, 7, 3]
Space groupP4/nmm
Lattice parameter
a (nm) 0.384 50 0.390 38 0.401 41
c (nm) 0.668 50 0.698 05 0.749 40

Atom position U in 2c, O in 2a, Y in 2c
zU 0.199 00 0.189 26 0.170 30
zY 0.643 00 0.633 20 0.632 20

Ligand coordinates
θ (O) 124.7 124.1 122.5
R(O) (nm) 0.233 79 0.235 70 0.237 85
θ (Y1) 68.8 65.8 62.5
R(Y1) (nm) 0.291 68 0.302 58 0.319 19
θ (Y2) 0.0 0.0 0.0
R(Y2) (nm) 0.296 81 0.309 89 0.349 22

Madelung energy (a.u.) at
U4+ 1.341 1.294 1.211
O2− −0.873 −0.925 −1.014
Y2− −0.595 −0.539 −0.456

Binding energy of ‘free-ion’ valence electron (a.u.)
U4+: ε5f = −1.492

O2−: ε2s −0.534 −0.548 −0.559
O2−: ε2p −0.006 −0.016 −0.018
Y2−: εns −0.368 −0.394 −0.364
Y2−: εnp −0.018 −0.031 −0.065

Dipolar polarizability [27] (10−3 nm3) αd(U4+) = 1.44,
αd(O2−) = 1.35
αd (Y2−) 4.89 4.57 5.01 (I−)

Quadrupolar polarizability [27] (10−5 nm5) αq(U4+) = 3.07,
αq(O2−) = 3.69
αq (Y2−) 19.68 14.68 15.54 (I−)

Shielding factor [28]σ 2 = 0.89,σ 4 = 0.06,σ6 = −0.05

out to be the essential part of the CF potential [20].VC denotes the Coulomb potential
of the ligand nuclei and electrons. It has been well established thatVC differs from the
point charge model (PCM) prediction essentially due to the charge penetration and inter-ionic
exchange effects included inVC [20]. VCR stands for the classic point charge electrostatic
potential generated by the ions from outside the cluster. Contributions of electric multipoles
induced on all ions in the crystal are gathered inVIM . This has been determined from the
crystal electrostatic equilibrium requirement [26] using literature multipole polarizabilities of
the ions [27]. The shielding effect has been introduced via shielding factorsσk, scaling the
correspondingBkq [28]. The data used in the calculations are listed in table 1.

3. Evaluation of the crystal field parameters

The calculated CF parameters are presented in table 2. The ‘local’ contribution,VR + VC , of
two ligand groups, 4O2− and 5Y2− (sum of contributions of the two Y groups: Y1 and Y2) as
well as the ‘lattice’ contribution carried byVCR + VIM are specified there.

From the chemical context, one may expect some kind of regularity of the results along
the series. However, looking at the total values ofBkq in table 2 only a decrease in the absolute
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Table 2. Crystal field parameters (meV) calculated for UOY. The individual contribution group of
ligands (4O2− and 5Y2−) as well as that of further neighbours and electric multipoles induced on
all ions (‘lattice’) is specified. The shielded PCM values are given in parentheses.

B20 B40 B44 B60 B64

UOS 4O2− −26.8 −516.0 324.2 109.9 189.4
(−8.6) (−427.9) (268.9) (98.1) (169.1)

5S2− −82.1 165.1 −346.2 308.4 −75.8
(−20.4) (71.0) (−149.4) (43.3) (−10.9)

Lattice −71.4 −193.7 −97.3 5.6 −9.2
(38.9) (30.4) (−53.1) (19.7) (22.7)∑ −180.4 −544.5 −119.4 423.9 104.4
(9.9) (−326.5) (66.4) (161.2) (180.8)

UOSe 4O2− −50.8 −497.9 329.8 117.9 188.3
(−16.8) (−401.5) (265.9) (99.1) (158.3)

5Se2− −42.7 65.5 −311.8 337.7 −135.0
(−4.3) (28.7) (−114.2) (37.6) (−15.0)

Lattice −23.6 −24.5 −108.1 0.9 23.6
(40.8) (27.0) (−48.5) (16.0) (20.8)∑ −117.1 −457.0 −90.1 456.5 76.9
(19.7) (−345.8) (103.2) (152.7) (164.1)

UOTe 4O2− −114.0 −476.0 367.3 140.2 187.6
(−38.4) (−358.7) (276.8) (107.9) (144.4)

5Te2− −55.0 −76.7 −260.9 266.5 −161.3
(2.7) (−16.1) (−78.1) (23.3) (−14.8)

Lattice 10.2 −51.8 −141.0 6.6 44.8
(52.2) (33.1) (−38.3) (10.9) (19.5)∑ −158.8 −604.6 −34.6 413.3 71.0
(16.4) (−341.7) (160.3) (142.2) (149.1)

values of the contribution from the chalcogenide group 5Y2− can be noticed. This becomes
more apparent in figure 1, which displays the CF strength parameter defined as a weighted
square average ofBkq

Nν =
[

4π

2k + 1

∑
k,q

|Bkq |2
]1/2

. (3)

In parallel, the absolute value of the contribution of the oxygen group, 4O2−, toNν is increased
slightly despite a corresponding moderate decrease observed for the individual parametersB40

andB64.
Note in table 2 the relatively small total values of the tetragonal parametersBk4 (k = 4, 6)

being a consequence of opposite contributions of the oxygen and chalcogenide groups. This
is in conflict with some previous findings, where the CF potential has been thought to be the
cubic one perturbed with theB20C20 term only [6, 11–13]. In the light of the current results, it
seems that the D4d point symmetry might rather be an acceptable approximation. This feature
is manifested increasingly on going from UOS to UOTe. It is worth noting that the calculation
errors may cumulate undesirably in the case of competing contributions coming from particular
groups of ligands. Therefore, the small values of the tetragonal parameters cannot be treated
too rigorously.

Two axial parameters,B40 andB60, seem to be the most important ones. Between them
theB60 parameter does not change much on going from compound to compound. Hence, the
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Figure 1. CF strength parameterNν corresponding to the specified groups of ligands and total
values of the CF parameters listed in table 2.

behaviour of the CF strength parameter,N
(All ligands)
ν , attributed to ligands only, is determined

mainly byB40. A strong decrease in the chalcogenide contribution to this parameter inverts
a weak upward tendency observed for the negative and dominating oxygen contribution.
Consequently, the combined effect of the two groups of ligands, measured byN

(All ligands)
ν , is

clearly increased, just against expectations. Inclusion of both the further neighbour contribution
and the polarization effects (i.e. the ‘lattice’ contributionVCR + VIM ) destroys this inverted
order. As the result, the total CF strength parameterNν turns out to be almost the same for
UOS and UOTe and only somewhat weaker for UOSe.

Generally, an interplay of contributions of various ligand groups in UOY leads to total
values of the CF parameters that cannot be traced on the basis of simpler approaches than that
used here. This seems to be a natural feature of the systems with two or more chemically
non-equivalent ligands. It is well known that the point charge model applied to an equivalent-
ligands system gives second-order CF parameters that are highly overestimated, the sixth-order
parameters underestimated and fourth-order parameters within an error of, say, 50% of their
actual values. It stands to reason that no such rules can be observed in compounds with non-
equivalent ligands like UOY (see the PCM values given in parentheses in table 2): the O2−

and Y2− ions are indistinguishable in the frame of PCM.

4. Simplified phenomenological approach

As mentioned in the introduction, there exist several examples indicating that the simple
perturbation model here employed provides reliable estimation of the CF effect in actinide
compounds. Nevertheless, it is understandable that the accuracy of such a prediction is
limited and any refined analysis of the experimental data needs tools that are more precise.
The uncertainty concerns not only the aforementioned problem of adequacy of the model
constructed for purely ionic crystals but also some inherent approximations discussed earlier
[19, 23]. The additional error caused by the presence of non-equivalent groups of ligands, as
discussed above, increases this scepticism.
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On the other hand, there are too many CF parameters in comparison with the available
experimental data for UOY to adjust them in the conventional phenomenological approach
reliably. The natural solution is to find such a simplified phenomenological model that takes
advantage of the obtained theoretical results.

A natural concept and one of the most efficient is based on a partitioning of the
neighbourhood of a metal ion into certain specified non-overlapping cells, while preserving
the metal site symmetry [23]. Consequently, the CF potentialV is assumed to have the form
of a superposition of the cell potentialsvt :

V =
∑
t

vt . (4)

Then, by using the rotation operators, the matrix elements ofV can be expressed in terms
of the matrix elements of the single cell potentialsvt , evaluated in the most convenient local
coordinate system.

Such a cellular partitioning has a formal character and there is no loss in generality up to
here. The main approximation refers to the local symmetry of the cells. Namely, it is assumed
to be axial. Numerical simulations, performed for several actinide systems, seem to justify
this assumption [29]. To facilitate further approximations, it is common to assume that each
cell contains a single ligand and that the cell potentialvt can be approximated satisfactorily
by an effective potential generated by this ligand.

4.1. Approaches based on the cellular decomposition

Several various parametrization schemes based on the cellular decomposition can be found in
the literature. In principle they resolve themselves into two the most common ones: the angular
overlap model (AOM, see [23] [29] and references therein) and the Newman superposition
model (SM) [25].

The AOM parameters represent the matrix elements of potentialvt determined in the
coordinate systemt in whichvt is diagonal,

etµ = 〈5fµ|vt |5fµ〉t (5)

whereµ = 0(σ ),±1(π),±2(δ) denotes the magnetic quantum number of the 5f electron in
this coordinate system. Conventionally, theeµ parameter withµ = ±3 is set to zero which is
nothing more than a specific choice of the beginning of the energy scale.

In turn, the SM parametersbtk are defined by the expansion ofvt into the spherical
harmonics, in a similar manner as in (1) but in the coordinate system of ligandt :

vt =
∑
k

btkC
t
k0. (6)

Due to the assumed axial symmetry, the expansion (6) contains only terms withq = 0,
bk ≡ bk0. Since theetµ andbtk parameters describe a separated ML system (linear ligator), they
are called ‘intrinsic parameters’ as opposed to the global parametersBkq .

From the above definitions (5), (6) and properties of spherical harmonics, one can easily
obtain the following relation between the SM and AOM parameters:

14b2 = 10eσ + 15eπ
7b4 = 9eσ + 3eπ − 21eδ
70b6 = 130eσ − 195eπ + 78eδ. (7)

It is seen that, as long as a single ligand contribution is considered, the two approaches
AOM and SM are algebraically equivalent. Advantages of the parametrizations based on
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Table 3. AOM parameters (meV) corresponding to the ‘local’ contributions to the CF potential.
The U4+–Y2− average parameters are defined by the expressioneµ ≡ (4eY(1)µ + eY(2)µ )/5. The

ligand averaged parameters are defined byeµ ≡ (4e0
µ + 4eY(1)µ + eY(2)µ )/9.

eσ eπ eδ

UOS
U4+–O2− 340.1 210.5 62.8
U4+–S2−(1) 214.7 98.3 33.0
U4+–S2−(2) 194.5 86.6 28.6
U4+–S2− average 210.7 95.9 32.1
Ligand average 268.2 146.9 45.8

UOSe
U4+–O2− 324.1 196.5 55.2
U4+–Se2−(1) 211.0 94.6 32.2
U4+–Se2−(2) 174.8 77.3 26.5
U4+–Se2− average 203.8 91.1 31.1
Ligand average 257.3 137.9 41.8

UOTe
U4+–O2− 316.3 185.8 46.4
U4+–Te2−(1) 204.2 100.6 34.7
U4+–Te2−(2) 106.4 47.8 17.2
U4+–Te2− average 184.7 90.0 31.2
Ligand average 243.2 132.6 37.9

the idea of cellular partitioning are not apparent for the considered systems containing non-
equivalent groups of ligands. Instead of five usual CF parameters, one obtains as many as nine
intrinsic parameters, which describe the three groups of ligands. The strength of this approach,
however, stems from the fact that the local ML interaction is specific for a given pair of ions
and it is subject to some general rules. These rules allow one to verify phenomenological
results on the one hand and indicate successive approximations on the other. The latter can
be deduced either from phenomenological data available in the literature or, in the case of a
lack of such data, fromab initio calculations. Since the AOM parameters seem to have clearer
physico-chemical meaning [29], mainly this approach will be considered hereafter.

The theoretical values of the AOM parameters attributed to the ‘local’ components,
VR + VC , of the CF potential (2) are shown in table 3. It is seen that they reflect clearly
the spectrochemical ordering of the anions—the feature not being observed with the usual CF
parameters. Moreover, they are ordered as follows:etσ > etπ > |etδ|. Theetσ andetπ parameters
depend essentially on the dominating renormalization terms included inVR. Therefore, they
can be easily estimated from squares of ML overlap integrals. Since the parameters are
characteristic of given ML system, the ratiosetµ/e

t ′
µ for any two ML pairs and the ratiosetµ/e

t
µ′

in various compounds should be approximately constant. The relatively small values ofeδ
suggest that this parameter can be ignored in initial steps of AOM fitting of experimental data.
However, just this parameter has been shown to be ‘lattice sensitive’ [29], i.e. its actual value
estimated from the total CF parameters is not characteristic of a given ML pair—it depends
essentially on the ‘lattice’ contributionVCR +VIM . Therefore, it should be treated with special
care.

The relations between the usual CF parameters and the AOM parameters are given in
the appendix. They may be useful in initial interpretation of the experimental data (see the
example considered in section 6). They also allow one to establish probable limits of the
actual values of theBkq parameters by a restricted variation of theetµ parameters around their
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theoretical values. Note how the interplay of the values of the intrinsic parametersetµ and
the geometrical coefficients in equations (A2)–(A4) is reflected in the discussion of the CF
parameters in section 3.

In principle, the six AOM parameters in relations (A2)–(A4) must be dependent, hence,
these relations cannot be applied directly. In order to reduce the number of intrinsic parameters,
further simplifications are necessary. Possible steps in this direction need to be carefully
verified in each individual case. Apart from omitting theeδ parameters suggested above,
one can fix either theetµ/e

t
µ′ ratios for a given ML systemt or theeYµ/e

O
µ ratios. Naturally,

any combination of these approximations is possible as well. The results of theab initio
calculations collected in table 3 provide a good basis for this kind of speculation.

4.2. Dependence of the intrinsic parameters on ML distance

The chalcogenide anions in the coordination polyhedron occur at two different distances from
the uranium ion. The averaged parameters describing both chalcogenide groups have been
defined by taking the theoretical ratios between the intrinsic parameters,eYµ/e

Y ′
µ . In general,

a dependence of the intrinsic parameterseµ andbk on ML distanceR can be treated as an
additional characteristic of a given ML pair. The functionseµ(R) andbk(R) are useful not
only in reduction of the number of independent parameters in the case of non-equivalent
ligands. They are also invaluable in investigation of the properties of solids under pressure,
structural phase transitions, electron–phonon couplings and so on. Now we can derive these
functions from the model calculations.

The simulations of theeµ(R) andbk(R) functions have been performed for all the linear
ligators occurring in the UOY series: U4+–O2−, U4+–S2−, U4+–Se2− and U4+–Te2−. The ML
distances were varied from 0.21 nm to 0.35 nm with a step of 0.01 nm. To ensure the most
reliable environment of the ions and comparability of the results obtained for the different ML
pairs, a virtual ML2 crystal of the CaF2-type structure has been constructed for each of them.
Ligands form a cubic coordination there. A variation of the ML distanceR corresponds to a
variation of the lattice parameter ‘a’: R = 31/2a/4.

The Madelung potential at the L and M sites in this structure is given by the formulae:
UL = −8.141e/a andUM = 15.132e/a, respectively. The intrinsic parameters depend on
UL andUM in a non-trivial way through the zero-order wavefunctions and explicitly through
the renormalization terms in the ligand potentialvt . Therefore, successive sets of free-ion
wavefunctions for anions have been generated for eachR. The radiusD of the stabilizing
potential wells has been assumed to be given by the expression:D = −2e/UL.

The results are shown in figure 2. According to the expectations, the distance dependence
of the AOM parameters has an exponential character for the ML distances being close to
the real ones due to the predominating renormalization terms in this region. For larger
distances, where the electrostatic contributions become important, it can be described by a
power function.

As figure 2 demonstrates, the slope of theeσ (R) curves decreases at smaller distances on
going from the oxide to telluride systems. It goes even through a maximum for the U4+–Te2−

system. This effect is also reflected in thebk parameters. It is interesting to note thatb6 and,
to a lesser extent,b4 becomes negative for small distances, which is characteristic of metallic
systems [30]. It has been argued that several mechanisms might be responsible for that: virtual
bond state, hybridization between 5f and conduction electron wavefunctions or anti-shielding
effects [31]. From the present simulations, it is clear that also mechanisms characteristic
of ionic systems may lead to the negative values of the intrinsic parameters. Observation
of the individual contributions, specified in equation (2), indicates a rapidly growing charge
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Figure 2. Dependence of SM and AOM intrinsic parameters on ML distance in a virtual crystal of
the CaF2-type structure.
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Table 4. Distance dependence of the AOM parameters (in meV) approximated by the power
functioneµ = aR−b in the range of 0.21–0.27 nm for U4+–O2− and 0.25–0.35 nm for U4+–Y2−.

a b

U4+–O2−

eσ 0.305 55 4.887
eπ 0.033 21 6.076
eδ 0.002 65 7.005

U4+–S2−

eσ 0.398 51 4.869
eπ 0.052 83 6.062
eδ 0.005 84 6.971

U4+–Se2−

eσ 0.400 41 4.983
eπ 0.047 21 6.251
eδ 0.005 91 7.074

U4+–Te2−

eσ 0.940 70 4.379
eπ 0.053 11 6.324
eδ 0.009 93 6.892

penetration and metal–ligand exchange with respect to the other mechanisms. Relatively small
interionic distances occurring for metallic systems promote such behaviour.

For practical purposes, theeµ(R) dependences have been approximated by simple power
functions. This can always be done in the case of small enough distance intervals. The
obtained multiplicative coefficients and the exponents are listed in table 4. The exponents are
lower than those estimated before [29]. For instance, the previous values of 6.71, 7.59 and
7.10, reported for the U4+–O2− system, now amount to 4.89, 6.08 and 7.01 for theeσ , eπ and
eδ parameters, respectively. The difference is a consequence of the fact that the same set of
free-ion wavefunctions has previously been used for each ML distance independently on the
actual Madelung potential. Now, the free-ion orbitals are generated with the Madelung-like
potential varying with the distance according to the above expressions. A similar reduction of
the power exponents for the same reason has recently been reported for the Pr3+–Cl− system
[32].

5. Ground state properties

The electronic structure of a bound ion is determined with the following phenomenological
Hamiltonian, defined in the convenient function basis span by the Russell–Saunders2S+1LJ,M
states:

H = H0 + V (8)

where the non-spherical partV has the form of equation (1) and the spherical (‘free-ion’) part
can be written as:

H0 =
∑
k

F kfk +
∑
i

ζili · si +HCI . (9)

According to the conventional notation,fk andli · si represent an angular part of interelectron
repulsion and spin–orbit interaction, respectively.Fk and ζi are the corresponding radial
integrals. For the present purpose, the values ofF 2 = 5339 meV,F 4 = 4833 meV,
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Figure 3. The lowest part of the energy spectrum obtained by diagonalization of Hamiltonian (8)
with the CF parameters determined from theab initio calculations (table 2).

F 6 = 3024 meV andζ = 224 meV, reported for U4+ in ThGeO4 [33] have been accepted.
The corrections of higher order due to the configuration interaction and relativistic effects
gathered inHCI are to ensure that the free-ion electronic structure is adequately represented.
Simultaneous diagonalization of all terms in the Hamiltonian (8), (9) leads to mixed states
in a form of linear combinations of the2S+1LJ,M functions, characterized by the irreducible
representations of the C4v point group: four singlets—01, 02, 03, 04—and one doublet–05.

The low energy levels obtained with the above free-ion parameters and with the CF
parameters from table 2 are shown in table 5 and in figure 3. As seen, the doublet0

(1)
5 is

the ground state for each member of the series. The excited levels are arranged into three
groups: around 40–50 meV (0(1)1 , 04), 70–80 meV (03, 0(2)5 ) and 150–170 meV (0(2)1 , 02),
except for03 of UOTe, which is moved from the second to the first group. The composition of
the wave-vectors shown in table 5 indicates that the effect of term mixing depends quantitatively
as well as qualitatively on the transformation symmetry of state. The largest mixing takes place
for the04 state and the smallest for05. The contribution of the components originating from
the3H4 term varies from 0.84 to 0.90, respectively.

Magnetic and thermodynamic properties are determined essentially by the ground state
and the first two groups of excited states listed in table 5. The third group may be considered
as located beyond the temperature range of interest. Examples of temperature dependences of
the van Vleck magnetic susceptibility, Schottky heat capacity and entropy, in the paramagnetic
range are presented in figure 4. They have been obtained using the standard formulae describing
these quantities. The matrix elements for the Zeeman operator in the van Vleck formula have
been evaluated using all components of the mixed states included in the calculations. For the
sake of clarity, any corrections for the ordered phase have not been included. Nevertheless, at
temperatures sufficiently above the critical point, these corrections lead only to a displacement
of the reciprocal susceptibility and do not influence its shape. The same holds for the
entropy plot. The displacements are determined by the parameters characterizing the ordering



Electronic structure of uranium oxychalcogenides 427

Table 5. The energy (in meV) and composition of the lowest eigenstates of dominating3H4
components in the2S+1LJ,M function basis.

State Energy Main components

UOS

0
(1)
5 0.0 −0.90363H4,−3 − 0.27961G4,−3 + 0.27233H4,1

0
(1)
1 37.0 0.90063H4,0 − 0.25523F2,0 + 0.23921G4,0 − 0.15633H4,4 − 0.15633H4,−4

04 39.4 −0.64983H4,−2 + 0.6498 3H4,2 − 0.25191G4,−2 + 0.25191G4,2 + 0.10753F4,−2 − 0.10753F4,2

03 68.9 0.65783H4,2 + 0.65783H4,−2 + 0.23421G4,2 + 0.23421G4,−2

0
(2)
5 76.0 0.89563H4,1 + 0.28813H4,−3 + 0.27971G4,1 − 0.10453F3,1

UOSe

0
(1)
5 0.0 0.92663H4,−3 + 0.28191G4,−3 − 0.19883H4,1

0
(1)
1 44.3 −0.91113H4,0 − 0.24351G4,0 + 0.21963F2,0 + 0.15593H4,4 + 0.15593H4,−4

04 47.1 0.65003H4,−2 − 0.65003H4,2 + 0.25181G4,−2 − 0.25181G4,2 − 0.10743F4,−2 + 0.10743F4,2

03 68.9 0.65573H4,2 + 0.65573H4,−2 + 0.23851G4,2 + 0.23851G4,−2

0
(2)
5 73.7 −0.91723H4,1 − 0.28951G4,1 − 0.20963H4,−3 + 0.10753F3,1

UOTe

0
(1)
5 0.0 0.94393H4,−3 + 0.29451G4,−3

04 47.6 0.65023H4,2 − 0.65023H4,−2 + 0.24751G4,2 − 0.24751G4,−2 − 0.10323F4,2 + 0.10323F4,−2

0
(1)
1 53.8 −0.92093H4,0 + 0.25483F2,0 − 0.24871G4,0

03 54.2 −0.65543H4,−2 − 0.65543H4,2 − 0.23811G4,−2 − 0.23811G4,2

0
(2)
5 78.3 −0.93303H4,1 − 0.29351G4,1 + 0.11883F3,1

interaction and can be discussed independently. A fluctuation tail of the lambda-shape anomaly
in the heat capacity is practically negligible in this range of temperatures.

The longitudinal susceptibility depends efficiently on the ground state doublet. The
theoretical values of its magnetic moment, 2.048, 2.191 and 2.345µB , can be compared
with the experimental ones of 2.0, 2.2 and 2.0µB determined for UOS, UOSe and UOTe,
respectively [10]. We observe a quite good agreement except for UOTe. Note that, in the case
of purely axial CF field, the ordered moment of uranium reaches as high as a value of 3µB . An
admixture of the| ±1〉 component to the| ±3〉 state by the tetragonal termsBk4Ck4(k = 4, 6)
of the CF potential lowers the magnitude of the moment. Thus, the lower the values of the
|Bk4|, the higher the magnitude of the moment.

The transverse susceptibility and the remaining thermodynamic quantities are sensitive
to details of the intrinsic structure of the first two groups of excited levels. As seen from
figure 4, there are no striking differences between the compounds in the simulated temperature
characteristics. The increase in magnetic moment along the series mentioned above is
accompanied by an advancing concave character of the reciprocal longitudinal susceptibility
in the 100–400 K interval. Simultaneously, weakening of the transverse susceptibility and
somewhat slower increase in the entropy as a function of temperature is revealed. Surprisingly,
the maximum of the Schottky heat capacity for UOTe occurs between such maxima as observed
for UOS and UOSe.

The above numerical simulations have been performed in order to compare the theoretical
results along the series in terms of the measurable quantities. They may also play a role
of reference data in discussion of actual properties of the compounds under consideration.
Nevertheless, their thorough analysis needs further extensive works that go beyond the scope
of this report. It is only worth noting that the current results are consistent with some findings
reported hitherto. This concerns, for example, the recent analysis of magnetic properties in
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Figure 4. Model temperature dependences of parallel and perpendicular reciprocal magnetic
susceptibility, Schottky heat capacity and entropy.

UOSe [7]. However, there also exists an uneasy interpretation of the electronic structure of
UOS [11], which is not convergent with our results. The latter problem will be addressed in
the next two sections. Both recognition of the experimental situation and its understanding
are less advanced in the case of UOTe. New structural and magnetic investigations for UOTe
are now in progress [34]. This may make the discussion of its electronic properties more
comprehensive in the future.

6. Application to the INS spectra of UOS

The INS spectra of UOS have initially been discussed in a series of papers by Amoretti
et al [11, 13, 24] in which the experimental data have also been reported. Several different
CF splitting schemes of the ground3H4 term have been considered there. The authors
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Figure 5. Magnetic transitions simulated for UOS in different approaches: (a)ab initiocalculations,
(b) using the CF parameters adjusted to the observed INS transitions [11] according to model II
described in the text, (c) model (iii) by Amorettiet al [11], (d) using the same set of the CF
parameters as in (c) but taking into account the mixing of terms.

Table 6. Comparison of the various sets of CF parameters (meV) for UOS.

B20 B40 B44 B60 B64

Amorettiet al [11] 31.4 −80.2 −127.6 595.5−243.0
Ab initio calculations −180.4 −544.5 −119.4 423.9 104.4
Model I −116.6 −566.7 −10.6 632.3 250.0
Model II −146.5 −579.4 −38.8 595.1 447.1

have followed various electrostatic models known from their earlier works on spectroscopic
and magnetic properties of other uranium compounds. In the latest interpretation of the
UOS electronic structure (model (iii) of [11]) they have fitted the CF parameters directly
to the observed INS transition energies and intensities, starting with one of the energy level
assignments supported by the electrostatic models considered earlier. The fitting was very
precise in the experimentally most pronounced region 60–100 meV. For the present purpose it
has been restored in the form of the model INS spectrum shown in figure 5(c) (see the comment
below). In obtaining this figure we have followed the original calculations, which have been
carried out in the function basis reduced to the pure Russell–Saunders3H4,M states with the
CF parameters quoted in table 6. Further on in this report, figure 5(c) is treated as representing
the experimental INS lines in the above energy region. The reader interested in the actual
experimental data is referred to the original papers [11, 13, 24].

Figure 5 displays the magnetic dipole transitionssimulatedusing various CF models
discussed herein, including the model proposed by Amorettiet al, mentioned above.
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The simulations are not referred in this figure directly to the experimental recordings.
Therefore, neither the Debye–Waller factor nor the 5f-electron form factor is taken into account
since these quantities do not depend on the distribution of levels or their compositions. We
concentrate on the transition probabilities, which depend on matrix elements of the Zeeman
operator [35]. Thus, the value of each data point, represented as the height of a column in
figure 5, is proportional to the sum of squares of the matrix elements of the Zeeman operator
components between the initial0i and final0j states,

Zij = 2

3

∑
νi ,νj

∑
α=x,y,z

〈0i, νi |Lα + 2Sα|0j , νj 〉 (10)

whereνi , νj identifies individual components of the eigenvectors in the case of the degenerate
states.

The line graphs represent the same data in the form of the Gaussian distributions of
arbitrarily chosen half width of∼4 meV. They have only an illustrative character.

Despite high accuracy in matching the INS transition energies and their relative intensities,
the interpretation (iii) given by Amorettiet al [11] raises some doubts. Firstly, the values of
B20, B40, B64 are considerably different than those resulting from theab initio calculations
(see table 6). Secondly, application of the pure Russell–Saunders coupling, as has been done
in [11], may cause some deformations of the results. More precisely, the relatively strong
CF and spin–orbit interactions, characteristic of the bonded uranium (4+) ion in a typical
crystal, should incline one to check to what extent the effect of the term mixing influences
the results. This can easily be done by simultaneous diagonalization of all the interactions
included in Hamiltonian (8) with the original set of CF parameters, allowing for the extended
function basis spanned by all the2S+1LJ,M states of the electron configuration 5f2. The result
is shown in figure 5(d). Usually, some moderate modifications of the energies of levels and the
corresponding wavefunctions are expected. Surprisingly, figure 5(d) looks entirely different
from figure 5(c). Thus, it seems that the interpretation of the CF effect given in [11] and
consequently the CF parameters there reported may be not quite reliable.

An alternative interpretation of the INS spectra can be developed starting with the results
of theab initiocalculations. It has already been noticed that the energy levels obtained with the
theoretical CF parameters are grouped at around 40 and 70 meV. This looks quite promising in
light of the observed energies of the INS transitions. A slight modification of the CF parameters
adjusts the0(1)5 → 03 and0(1)5 → 0

(2)
5 intervals to the experimental ones: 74 and 83 meV. A

problem arises, however, when we tray to calculate intensities of these transitions: the above
two lines have turned out to be too weak in comparison with those of the lower part of the
calculated spectrum determined by the0(1)5 → 0

(1)
1 and0(1)5 → 04 excitations. This is shown

in figure 5(a). Comparison with plot (c), representing the experimental data, suggests another
assignment of the energy levels. Namely, it seems probable that the most intense transition
0
(1)
5 → 04 located at 39 meV in plot (a) should correspond to the experimental line observed

at 83 meV. Consequently, the structures observed at 74 and 87 meV can be assigned to the
0
(1)
5 → 03 and0(1)5 → 0

(2)
5 transitions, respectively. It has been verified that several other

possible assignments lead to unsatisfactory results.
The present task is to adjust as many as five CF parameters to only four measured quantities:

three INS transition energies and the value of the ordered magnetic moment (2µB). In addition,
the solution of the fitting procedure should preserve at least approximately the experimental
relative intensities of the transitions. The problem becomes tractable with aid of the angular
overlap model (AOM) discussed in section 4. The relations between theBkq parameters and
the average AOM parameterseµ (µ = σ, π, δ) adopted for the present needs are given in
equations (A5) in the appendix.
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Thus, the initial fitting (model I) has been performed using a standard simultaneous
diagonalization routine adapted for the AOM parametrization according to the equations
(A5). As a result, the assigned energies have been matched exactly the observed values
but not the magnitude of the ordered moment. The obtained AOM parameters (in meV),
eσ = 314.9, eπ = 137.7, eδ = 15.9, are relatively close to theab initio values determined
on the basis of the ‘local’ only contributions, which amount to 268.2, 146.9, 45.8 meV,
respectively. The correspondingBkq parameters, presented as ‘model I’ in table 6, are close
to the theoretical values except for the tetragonal onesBk4, k = 4, 6. However, just these
parameters have been demonstrated in section 3 to be inherently less reliable when evaluated
from first principles.

The results obtained within model I may serve now as initial data in a more precise fitting in
which the AOM constraints are released. Both the relative intensities of the transitions and the
value of the ground state moment (µ = 2µB) can readily be matched by a further adjustment
of the ordinary CF parametersBkq . Nonetheless, there still exists infinity of solutions fulfilling
all these requirements. It has been checked that for any value of theB20 parameter, varied
within the range from−50 to−223 meV, an acceptable solution can be found by adjusting
the remaining parameters. The position of the first excited level,0

(1)
1 , has turned out to be

almost fixed in these simulations. Simultaneously, the positions of the02 and0(2)1 levels have
increased from 123 to 211 meV and (from 171 to 231 meV, respectively) and so has the overall
splitting of the3H4 term.

The revealed indefiniteness of the latest fittings is a problem, which cannot be resolved
to the end without supplementary experimental data. Nevertheless, we can indicate a solution
imposing two additional contradictory requirements. On the one hand, it seems natural to
assume that the overall CF splitting of the3H4 term is as close to that inferred in model I
as possible. On the other, it should be taken into account that, although the experimental
recordings have been extended up to energy transfers of 200 meV, no transitions have been
observed above 100 meV [13]. Thus, the model transitions to the two highest levels02 and
0
(2)
1 should have intensity low enough to be immeasurable under the actual experimental

conditions. Generally, the intensity decreases with increasing the energy transfer. Therefore,
the final solution, denoted hereafter as model II, has been chosen so as to get the lowest from
these two transitions,0(1)5 → 02, just at the threshold value of 170 meV, justified below. The
result is visualized in figure 5(b).

The intensity of INS line is proportional toZij given in equation (10) and to the square
of magnetic form factor,f 2(Q), whereQ is the momentum transfer in the scattering process.
The magnetic form factor decreases rapidly with increasing energy transfer above 100 meV.
Suppose that lower of these two levels,02, has energy of 170 meV as in theab initiocalculations
(see figure 5(a)). We try to compare the intensity of the INS transition to this level with
the most intense line0(1)5 → 04 at 83 meV. The uranium (4+) form factor can be estimated
assuming, after [36],f 2(Q) ∼= exp(−0.07Q2)withQ in Å−1. The original INS measurements
have been performed with the neutron incident energyEi = 290 meV and the scattering
angleφ = 5◦ [13]. The above data combined with the kinematic constraints of a scattering
process give the form factor of value of 0.76 and 0.27 for the energy transfers of 83 and
170 meV, respectively. The correspondingZij elements are equal to 2.44 and 0.64. Hence,
the ratio of the intensities amounts to(0.76× 2.44)/(0.27× 0.64) ∼= 10.8. This means that
the analysed0(1)5 → 02 transition has intensity as many as ten times less than that of the
main line in the spectrum (which is located at 83 meV). In other words, just due to the two
considered quantities, i.e. the transition probability and the form factor, the lines corresponding
to the higher energy transfers than 170 meV may become comparable with the experimental
background.
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The CF parameters obtained in model II are presented in table 6. They are consistent
with the remaining models discussed in this paper except again for the tetragonal parameters
Bk4. The corresponding model INS transitions, as displayed in figure 5(b), are close to the
experimental ones (figure 5(c)) in the well-established region of 60–100 meV. At lower energies
the model predicts the transition0(1)5 → 0

(1)
1 at about 36 meV. The existence of relatively low

intensity magnetic transitions below 50 meV has not been excluded [13]. Verification of the
transitions foreseen at 170 meV and above needs further INS investigations with higher neutron
incident energies than those used so far.

7. Magnetic susceptibility and heat capacity of UOS

The lowest eigenstates of the phenomenological Hamiltonian (8) obtained in model II are
presented in table 7. These data have been used to simulate the temperature dependences of
the van Vleck magnetic susceptibility, Schottky contribution to the heat capacity,1CSch, and
entropy,1Sm. The matrix elements for the Zeeman operator in the van Vleck formula have
been evaluated using all components of the mixed states included in the calculations, similarly
as in the case of INS transition probabilities. The simulations are compared in figure 6 with
those obtained by using the results of theab initio calculations and model (iii) proposed by
Amorettiet al [11]. As in section 5 we are interested in the paramagnetic region only and, for
the sake of clarity, no corrections for the ordered phase have been included in these simulations.

Table 7. The energy (in meV) and composition of the lowest eigenstates of the dominating3H4
component in the2S+1LJ,M function basis obtained in model II for UOS.

State Energy Main components

0
(1)
5 0.0 −0.90733H4,−3 − 0.27011G4,−3 + 0.22303H4,1 − 0.11503H5,−3 − 0.10083F3,1

0
(1)
1 36.1 0.86673H4,0 − 0.24923H4,−4 − 0.24923H4,4 − 0.24183F2,0 + 0.20471G4,0

03 73.6 0.66113H4,−2 + 0.66113H4,2 + 0.22771G4,−2 + 0.22771G4,2

04 82.9 0.62733H4,−2 − 0.62733H4,2 + 0.28101G4,−2 − 0.28101G4,2 − 0.13713F4,−2 + 0.13713F4,2

0
(2)
5 88.0 0.89663H4,1 + 0.26043H4,−3 + 0.27971G4,1 − 0.11923F3,1

02 171.1 0.64763H4,−4 − 0.64763H4,4 + 0.21771G4,−4 − 0.21771G4,4 − 0.11513H4,−4 + 0.11513H4,4

−0.14183H5,0

0
(2)
1 200.7 0.59973H4,−4 + 0.59973H4,4 + 0.32533H4,0 + 0.22203G4,−4 + 0.22203G4,4 + 0.14271G4,0

−0.10763H4,−4 − 0.10763H4,4

The corresponding experimental curves can be found in [10–12]. The slope of the
reciprocal longitudinal magnetic susceptibility evaluated in model II and the shape of its
transversal component appear to be close to those determined experimentally. The agreement
seems even better than that demonstrated previously [11]. This is clearly seen in figure 7
where both the present and former interpretations are compared with the average susceptibility
measured for the powdered UOS sample, restored here according to the relation (in the units
of emu mol−1) [10]:

χav = 1

3
χ‖ +

2

3
χ⊥ = 1/T + 0.0076− 0.0064 exp(−244/T )

2 + exp(−244/T )
. (11)

This time, the corrections for the ordered phase have to be included in derivation of the model
temperature dependences, since they are referred in figure 7 directly to the experimental curve
(11). Following [11], an anisotropic exchange interaction with two different exchange shifts
of the inverse susceptibility curves, namelyλ‖ = 10 mol emu−1 andλ⊥ = −65 mol emu−1,
has been accepted.
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Figure 6. Comparison of longitudinal and transversal reciprocal magnetic susceptibility, Schottky
contribution to heat capacity,1CSch, and the corresponding entropy,1Sm, of UOS as a function
of temperature obtained in different models: model (iii) proposed in reference [11] (dash-dotted
line), ab initio calculations (dotted line), model II of this work (solid line).

Coming back to figure 6, it is interesting to note a certain inconsistency when the model
curves are referred to the experimental data. It turns out that the better the agreement of
given model with the measured transversal susceptibility the larger the discrepancy in the
position of the broad maximum in1CSch, which is observed experimentally atTM = 250 K
[12]. Theab initio model matches exactly the experimental value ofTM but it overestimates
χ⊥ (especially in the temperature range of 60–300 K) whereas models II and (iii) describe
satisfactorily theχ⊥ but they giveTM shifted by 90 K and 110 K, respectively. However, both
the quantities depend essentially on the distribution of levels at 30–60 meV. There are two
levels in this region,0(1)1 and04, predicted in theab initio model, in contradiction to only one
level (0(1)1 ) foreseen in model II or none in the case of model (iii) proposed by Amorettiet al
[11].

It seems that these two different experiments discussed above cannot be thoroughly
reconciled in the frame of a common model. The inconsistency of the magnetic and
thermodynamic properties may indicate some contributions from thermal excitations to the
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Figure 7. Temperature dependence of reciprocal magnetic susceptibility of UOS measured for
polycrystalline sample [10] (open circles) in relation to the curves generated with model (iii) from
[11] (dash-dotted line) and model II of the present paper (solid line).

conduction band in UOS. This is clearer if one bears in mind a relatively small gap in the
electronic band structure in this compound (67.5 meV [8]) and possible impurities in the
sample [8, 12]. In addition, all the model curves representing the1CSch(T ) dependence in
figure 6 are almost uniformly shifted down by 2–3 J mol−1 K−1 in relation to the experimental
plot. This observation seems to confirm the suppositions concerning the ignored or hidden
mechanisms that modify the thermodynamic characteristics. In general, a separation of the
Schottky contribution from the measured total heat capacity can be thought to be not so
rigorous and the extracted data should be treated with caution [12, 37]. However, the shape
of the function may be affected to a lesser degree during such an operation. In particular, this
concerns the measured position of the maximum in the1CSch(T ) curve.

The excess magnetic entropy1Sm = 5.80 J mol−1 K−1, as evaluated in model II at
60 K, only slightly exceeds the ground doublet contribution, which amounts toR ln 2 =
5.76 J mol−1 K−1, and it is somewhat lower than the experimental value of 6.3 J mol−1 K−1

at 55 K deduced from the heat capacity measurements [12]. In the light of the problems with
precise determination of this quantity, the prediction may be considered satisfactory, the more
so as the possible mechanisms not included in the model calculations may only enlarge the
entropy. This does not concern model (iii) by Amorettiet al [11] that foresees the0(1)1 level
in the vicinity of the ground0(1)5 state. It leads to as high as1Sm value as 7.5 J mol−1 K−1 at
55 K, which can hardly be reconciled with the experimental value on the basis of the present
understanding of the UOS properties.

8. Concluding remarks

The simple perturbation model employed in this paper seems to be a reliable tool for describing
details of the electronic structure of localized states in solids. Its present application addresses
the important question of systematic and consistent description of the electronic structure of
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the U4+ ion in the series of uranium oxychalcogenides. Theab initio and phenomenological
models here proposed can be seen as a keystone of interpretation of various experimental data
for the whole series. The competition of different contributions to the CF parameters revealed
with these models and their variation along the series explain apparently random total values.
Nevertheless, even a rough analysis of an interplay of factors dependent on the coordination
geometry and so called ‘intrinsic parameters’ describing the separated metal–ligand (ML)
linear ligators, points to presumably rational ranges of actual values of CF parameters. In
particular, the calculations evidence an axial character of the crystal field potential in exact
contradiction to some earlier findings.

Dependences of the intrinsic parameters on the ML distance,R, have been examined
thoroughly for the U4+–O2−, U4+–S2−, U4+–Se2− and U4+–Te2− systems. The calculation
conditions have been unified to exclude host dependent effects. The anion wavefunctions
have been generated for eachR point according to the varying Madelung potential. The
new numerical data show that these dependences are somewhat weaker than those reported
before. At small ML distances, the intrinsic parameters behave in a manner characteristic of
the metallic state.

Some simplifications of the common phenomenological models suggested on the basis
of theab initio calculations open new possibilities of interpretation of complex magnetic and
other properties of UOY. The obtained eigenstates of the uranium ion and simulated temperature
characteristics of such quantities as the magnetic susceptibility or heat capacity may serve as
good reference data.

As an example, the theoretical results are applied to analyse the experimental data reported
for UOS elsewhere. The phenomenological CF model describing the INS spectra of UOS,
proposed recently by Amorettiet al [11], has been shown to lead to a surprisingly different
energy-level scheme if the effect of the term mixing is taken into account. It has turned out
to be inconsistent also with theab initio calculations of the CF parameters. The alternative
interpretation of the INS spectra has been developed in an extended wave-function basis,
starting with the electronic level assignment deduced from the first-principles calculations.
The fitting of the INS data has been performed in two steps. First, the angular overlap model
has been applied to obtain the identified INS transition energies. Then, the CF parameters have
been refined to obtain the measured ordered magnetic moment and the relative intensities of
the INS transitions. Both the intermediate and final sets of CF parameters appear consistent
with the initial ab initio values. A good agreement with the INS data has been achieved
in the experimentally most pronounced energy region, i.e. 60–100 meV. The temperature
dependences of the magnetic susceptibility, heat capacity and entropy have been satisfactorily
described within the proposed model as well. Further INS investigations extended to higher
incident neutron energies are necessary to verify the positions of the02 and0(2)1 levels predicted
in our model at about 170 and 200 meV, respectively.
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Appendix

The usual CF parameters can be obtained from the SM ones using the relation:

Bkq =
∑
t

C∗kq(θt , φt )b
t
k (A1)

wheret runs over ligands and, differently from (1) and (6), the spherical harmonics are functions
of angular coordinatesθt andφt of ligand t in the central coordinate system. Evaluating the
geometrical factorsC∗kq(θt , φt ) in (A1) and making use of equations (7) one obtains for UOS

B20 = −0.041eOσ − 0.061eOπ − 0.223eSσ − 0.364eSπ
B40 = −1.957eOσ − 0.652eOπ + 4.566eOδ + 0.969eSσ + 0.314eSπ − 2.157eSδ
B44 = 1.230eOσ + 0.410eOπ − 2.869eOδ − 2.069eSσ − 0.693eSπ + 4.868eSδ
B60 = 1.771eOσ − 2.657eOπ + 1.063eOδ + 3.547eSσ − 5.278eSπ + 2.100eSδ
B64 = 3.052eOσ − 4.578eOπ + 1.831eOδ − 0.887eSσ + 1.337eSπ − 0.537eSδ (A2)

for UOSe

B20 = −0.082eOσ − 0.123eOπ − 0.122eSeσ − 0.196eSeπ
B40 = −1.910eOσ − 0.637eOπ + 4.456eOδ + 0.405eSeσ + 0.131eSeπ − 0.935eSeδ
B44 = 1.265eOσ + 0.422eOπ − 2.951eOδ − 1.929eSeσ − 0.644eSeπ + 4.504eSeδ
B60 = 1.885eOσ − 2.827eOπ + 1.131eOδ + 3.920eSeσ − 5.862eSeπ + 2.349eSeδ
B64 = 3.010eOσ − 4.515eOπ + 1.806eOδ − 1.580eSeσ + 2.375eSeπ − 0.949eSeδ (A3)

and for UOTe

B20 = −0.192eOσ − 0.287eOπ − 0.156eT eσ − 0.291eT eπ
B40 = −1.764eOσ − 0.588eOπ + 4.115eOδ − 0.546eT eσ − 0.206eT eπ + 1.368eT eδ
B44 = 1.361eOσ + 0.454eOπ − 3.175eOδ − 1.839eT eσ − 0.619eT eπ + 4.317eT eδ
B60 = 2.144eOσ − 3.216eOπ + 1.287eOδ + 3.795eT eσ − 5.609eT eπ + 2.258eT eδ
B64 = 2.868eOσ − 4.302eOπ + 1.721eOδ − 2.405eT eσ + 3.644eT eπ − 1.451eT eδ . (A4)

The parameterseYµ in equations (A2)–(A4) are defined for the average U–Y distance in
UOY. The corresponding numerical coefficients have been evaluated using the ratioseY(1)µ /eY(2)µ

of the parameters taken from table 3.
The above relations need to be more simplified if they are to be applied in practice. This

can be done in several ways. For example taking the following ratios of the AOM parameters
determined from theab initio calculations for UOS,

eSσ /e
O
σ = 0.619 eSπ/e

O
π = 0.456 eSδ /e

O
δ = 0.511

simplifies (A2) to:

B20 = −0.228eσ − 0.326eπ

B40 = −1.720eσ − 0.730eπ + 4.758eδ

B44 = −0.066eσ + 0.135eπ − 0.527eδ

B60 = 5.032eσ − 7.256eπ + 2.932eδ

B64 = 3.174eσ − 5.689eπ + 2.139eδ (A5)

whereeµ ≡ (4eOµ + 5eSµ)/9 are the averaged AOM parameters.
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